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Agenda



Setting 
the Scene



Automated Summarization vs
Information Overload
Reduce reading time

Reduce cost and bias 

of human summarizers

Improve downstream

machine processing tasks

Source: https://healthit.com.au



Extractive & Abstractive Summarization

EXTRACTIVE SUMMARY DOCUMENT ABSTRACTIVE SUMMARY

dominate UN 



Source: “Speech and Language Processing (3rd ed. draft)”

Attention is 
All you Need



Pretrained Models: PEGASUS

Architecture
• Large: 16 layers, 1024 hidden layer size, 

4096 feed-forward layer, 568M params

Data
• HugeNews: 1.5B articles (3.8TB) from 

news and news-like websites

• C4: 350M Web-pages (750GB)

Objective
• Gap Sentence Generation: masking 

30% of sentences and concatenating 

them as summary
Source: “PEGASUS: Pre-training with Extracted 

Gap-sentences for Abstractive Summarization”



Pretrained Models: BART

Architecture
• Large: 12 layers, 1024 hidden layer size, 

4096 feed-forward layer, 406M params

Data
• BookCorpus plus English Wikipedia 

(16Gb), CC-News (76Gb), 

OpenWebText (38Gb), Stories (31Gb)

Objective
• Input reconstruction



Dealing with 
Long Documents



The Challenge of Long Documents

Higher computational complexity
• Self-attention computation in transformers has 𝑂(𝑛2) 

complexity with respect to 𝑛 input tokens

• Typical capacity of PEGASUS and BART is 1024 tokens

Higher levels of noise
• Only a small fraction of a long doc is key to its narrative

Diverse key information in the summaries
• Difficult to capture, compared to single point of 

information in short documents

Input Output

CNN 656 43

Daily Mail 693 52

PubMed 3,016 203

arXiv 4,938 220



Truncation

Chunking

Sparse attention
• BigBird (Google)

• Longformer (Allen AI)

FlashAttention

Solutions for Long Documents

Beltagy, I., Peters, M. E., & Cohan, A. (2020). Longformer:  The Long-Document 

Transformer, https://doi.org/10.48550/arxiv.2004.05150



DANCER (Divide-ANd-ConquER)

Gidiotis, A., & Tsoumakas, G. (2020). A Divide-and-Conquer Approach to the Summarization of Long Documents. 

IEEE/ACM Transactions on Audio Speech and Language Processing, 28, 3029–3040. 

Sentence 1. Sentence 2. 

Sentence 3. Sentence 4.

…

Sentence 12. Sentence 13.

Sentence 14. Sentence 15.

…

Sentence 123. Sentence 124.

Sentence 125. Sentence 126.

…

Sentence 1. Sentence 2. 

Sentence 3. Sentence 4. 

Sentence 5. …
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Compute ROUGE-L precision

𝑃𝐿𝐶𝑆 𝑠(𝑦), 𝑠(𝑥) =
𝐿𝐶𝑆(𝑠(𝑦), 𝑠(𝑥))

length(𝑠(𝑥))

between each summary sentence 𝑠 𝑦  

with each document sentence 𝑠 𝑥
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DANCER (Divide-ANd-ConquER)
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Section Selection

Gidiotis, A., & Tsoumakas, G. (2020). A Divide-and-Conquer Approach to the Summarization of Long Documents. 

IEEE/ACM Transactions on Audio Speech and Language Processing, 28, 3029–3040. 

We filter uninformative sections
• E.g., front-end sections vs financial statements in financial reports

• E.g., introduction, conclusions vs related work, background in papers

Section Keywords

Introduction Introduction, case

Literature Background, literature, related

Methods Method(s), techniques, methodology

Results Result(s), experimental, experiment(s)

Conclusions Conclusion(s), concluding, discussion, limitations



Summarizing Academic Papers

Gidiotis, A., & Tsoumakas, G. (2020). A Divide-and-Conquer Approach to the Summarization of Long Documents. 

IEEE/ACM Transactions on Audio Speech and Language Processing, 28, 3029–3040. 



Results

Gidiotis, A., & Tsoumakas, G. (2020). A Divide-and-Conquer Approach to the Summarization of Long Documents. 

IEEE/ACM Transactions on Audio Speech and Language Processing, 28, 3029–3040. 

Loss of dependencies between the different sections

No architectural change requirements, can do inference in parallel, 

can deal with large outputs too

R-1 R-2 R-L

PEGASUS 45.97 20.15 41.34

DANCER 46.34 19.97 42.42

BigBird 46.32 20.65 42.33

arXiv PubMed

R-1 R-2 R-L

PEGASUS 44.21 16.95 38.83

DANCER 45.01 17.60 40.56

BigBird 46.63 19.02 41.77



Bayesian Active 
Summarization



The Problem

Deep learning models are data hungry

Collecting high quality training data is costly
• Especially if domain expertise is required, as in 

the financial, legal and health domains

Active learning can help make the most 

out of a finite budget

Almost no work on active summarization
The pool-based active learning cycle. Source: Settles, B. 

(2012). Active Learning. Synthesis Lectures on Artificial 

Intelligence and Machine Learning, 6(1), 1–114. 



BAS (Bayesian Active Summarization)

Gidiotis, A., & Tsoumakas, G. (2023). Bayesian active summarization. Computer Speech and Language, 83. 

https://doi.org/10.1016/j.csl.2023.101553

UBART / 

PEGASUS

Annotation

Budget 𝑏 
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𝑠 (10) most uncertain docs Training 
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(70)

… 

(800)

L
train



Uncertainty Estimation

Gidiotis, A., & Tsoumakas, G. (2022). Should We Trust This Summary? Bayesian Abstractive Summarization to The Rescue. 

In Findings of the Association for Computational Linguistics: ACL 2022, pages 4119–4131, Dublin, Ireland.

Monte Carlo Dropout (Gal & Ghahramani, 16)

• Train model with dropout

• Multiple stochastic inference passes with 

dropout turned on (different masks)

Following related work in machine translation (Xiao, Gomez & Gal, 20)

• Sample 𝑛 (10) stochastic summaries for a given input

• Compute BLEUVarN =
1

𝑛(𝑛−1)
σ𝑖=1
𝑛 σ𝑗≠𝑖

𝑛 1 − BLEU 𝑦𝑖 , 𝑦𝑗
2

Michał Oleszak. Monte Carlo Dropout. https://bit.ly/3cKiPGL

https://bit.ly/3cKiPGL


Complexity Issue Generating 10 summaries and computing 

their BLEUVarN for each document in U 

can be very costly for large |U|

UBART / 

PEGASUS

Annotation

Budget 𝑏 

(900)

(800)

(750)

(740)

(730)

…

(0)

𝑠0 (50) warm-up docs
V

𝑣 (100) validation docs

uncertainty estimation

Training 

Docs 

(0)

(50)

(60)

(70)

… 

(800)

L
train

Gidiotis, A., & Tsoumakas, G. (2023). Bayesian active summarization. Computer Speech and Language, 83. 

https://doi.org/10.1016/j.csl.2023.101553
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K Sample k (100) docs

Gidiotis, A., & Tsoumakas, G. (2023). Bayesian active summarization. Computer Speech and Language, 83. 

https://doi.org/10.1016/j.csl.2023.101553

Generating 10 summaries and computing 

their BLEUVarN for each document in U 

can be very costly for large |U|



Results on XSum

Gidiotis, A., & Tsoumakas, G. (2023). Bayesian active summarization. Computer Speech and Language, 83. 

https://doi.org/10.1016/j.csl.2023.101553

R-1 R-2 R-L

PEGASUS pre-trained 17.84 2.65 12.71

b=150 Random 42.06 19.14 33.77

b=150 BAS-100 42.39 19.45 34.20

b=150 BAS-200 42.55 19.59 34.31

b=800 Random 43.25 20.07 35.02

b=800 BAS-100 43.40 20.32 35.26

b=800 BAS-200 43.38 20.24 35.11

PEGASUS full 44.90 23.33 37.74



Controlling the 
Output’s Topic



Controllable Summarization

Named entities

Length

Style

Topic

CTRLsum: Towards Generic Controllable Text Summarization, Junxian He, Wojciech 

Kryściński, Bryan McCann, Nazneen Rajani, Caiming Xiong, arXiv 2020



Topic Control

One-hot encoded topic vectors concatenated to 

the embedding of each token
• Krishna & Srinivasan. Generating Topic-Oriented Summaries Using 

Neural Attention, NAACL 2018

Incorporate topical information into the attention 

mechanism of encoder-decoder RNNs
• Bahrainian, Zerveas, Crestani, and Eickhoff. 2021. CATS: 

Customizable Abstractive Topic-based Summarization. ACM Trans. 

Inf. Syst. 40, 1, Article 5 (January 2022), 24 pages

Proposed for RNNs

Require architectural 

changes to models 

Not clear how to 

apply to Transformers

Evaluation is based on 

traditional ROUGE 

metrics



Topic Representation

Passali, T., & Tsoumakas, G. (2024) Topic-Controllable Summarization: Topic-Aware Evaluation and Transformer Methods. 

In Proceedings of LREC-COLING 2024, pages 16282–16292, Torino, Italia

We assume a set of topics 𝑇, and a set of documents 𝐷𝑡 for each topic 𝑡 ∈ 𝑇

For simplicity, we use a tf-idf representation, 𝒙𝑑 , for each document 𝑑 ∈ 𝐷𝑡, 
of each topic 𝑡 ∈ 𝑇, with IDF computed across ڂ𝑡∈𝑇𝐷𝑡

The representation for a topic is computed as

the average representation of its documents

• 𝒚𝑡 =
1

𝐷𝑡
σ𝑑∈𝐷𝑡

𝒙𝑑



Given

• The tf-idf topic representation 𝒚𝑡 =
1

𝐷𝑡
σ𝑑∈𝐷𝑡

𝒙𝑑

• A representation of the summary 𝒚𝑠 using the same tf-idf model

Summarization Topic Affinity Score (STAS) 

• STAS(𝒚𝑠, 𝒚𝑡) =
cos(𝒚𝑠,𝒚𝑡)

max
𝑧∈𝑇

{cos(𝒚𝑠,𝒚𝑧)}

Topic-Aware Evaluation

Passali, T., & Tsoumakas, G. (2024) Topic-Controllable Summarization: Topic-Aware Evaluation and Transformer Methods. 

In Proceedings of LREC-COLING 2024, pages 16282–16292, Torino, Italia



Topic Control for Transformers

Passali, T., & Tsoumakas, G. (2024) Topic-Controllable Summarization: Topic-Aware Evaluation and Transformer Methods. 

In Proceedings of LREC-COLING 2024, pages 16282–16292, Torino, Italia

Topic embeddings (inspired from Krish. & Srin.)
• Trainable topic embeddings that are summed with 

the token embeddings and positional encodings

Prepending (inspired from CTRLsum)
• Add the gold/desired topic at the beginning of the 

input during training/inference

Tagging
• Tag with a special token the words of the topic 

representation with the top 𝑁 tf-idf scores

Politics From Michael Jordan to LeBron 

James, how the NBA became a powerful 

political organization. Four decades ago, 

back when the NBA televised its 

championship games at midnight …

From Michael Jordan to LeBron James, 

how the NBA became a powerful 

[TAG]political [TAG]organization. Four 

decades ago, back when the NBA 

televised its championship games at 

midnight …

𝒛𝑖 = 𝑊𝐸 𝑤𝑖 + 𝑃𝐸 𝑖 + 𝑇𝐸



Topic Control for Transformers

Passali, T., & Tsoumakas, G. (2024) Topic-Controllable Summarization: Topic-Aware Evaluation and Transformer Methods. 

In Proceedings of LREC-COLING 2024, pages 16282–16292, Torino, Italia

Topic embeddings (inspired from Krish. & Srin.)
• Trainable topic embeddings that are summed with 

the token embeddings and positional encodings

Prepending (inspired from CTRLsum)
• Add the gold/desired topic at the beginning of the 

input during training/inference

Tagging
• Tag with a special token the words of the topic 

representation with the top 𝑁 tf-idf scores

Sports From Michael Jordan to LeBron 

James, how the NBA became a powerful 

political organization. Four decades ago, 

back when the NBA televised its 

championship games at midnight …

From Michael Jordan to LeBron James, 

how the [TAG]NBA became a powerful 

political organization. Four decades ago, 

back when the [TAG]NBA televised its 

[TAG]championship [TAG]games at 

midnight …

𝒛𝑖 = 𝑊𝐸 𝑤𝑖 + 𝑃𝐸 𝑖 + 𝑇𝐸



Topic-Oriented Summarization Data

Energy & Environment: British companies 

found oil and gas in a remote field north of 

the islands. Comes days after minister 

warned of 'very live threat' from Argentina.

Sports: British No 1 faces Tomas Berdych in 

the Miami Open semi-finals. Former coach 

Dani Vallverdu and now fitness trainer Jez 

Green left Andy Murray's team to join up 

with the Czech. Murray defeated Berdych in a 

controversial Australian Open semi-final.

Not one but two very familiar faces will be ranged 

against Andy Murray on the support benches as he 

revisits one of the most highly charged matches of his 

career. Britain struck oil in the Falklands yesterday, a 

discovery likely to escalate already heightened tensions 

with Argentina over the ownership of the islands. 

Tomas Berdych is his opponent in the semi-final of the 

Miami Open, the man Murray met — and eventually 

beat — at the same stage of the Australian Open in 

January.  After nine months of exploratory drilling, a 

group of British companies found oil and gas in a 

remote field north of the islands.  …

Krishna & Srinivasan. Generating Topic-Oriented Summaries Using Neural Attention, NAACL 2018

Passali, T., & Tsoumakas, G. (2024) Topic-Controllable Summarization: Topic-Aware Evaluation and Transformer Methods. 

In Proceedings of LREC-COLING 2024, pages 16282–16292, Torino, Italia



Human Evaluation of STAS

62 volunteers
• Graduate and undergraduate students

How relevant is this summary to this 

topic in a scale from 1 to 10?
• Randomly show them one of 10 summaries

• Randomly show them the correct or a

different topic

Compute STAS for summary and topic

Passali, T., & Tsoumakas, G. (2024) Topic-Controllable Summarization: Topic-Aware Evaluation and Transformer Methods. 

In Proceedings of LREC-COLING 2024, pages 16282–16292, Torino, Italia

Metric Value P-value

Pearson 0.83 6.8e-16

Spearman 0.82 1.5e-16



Evaluation of Methods

Model Method R-1 R-2 R-L STAS (%) Time (s)

BART - 30.46 11.92 20.57 51.86

BART TAG 39.30 18.06 36.67 68.42 39

BART EMB 40.15 18.53 37.41 68.50 303

BART PRE 41.58 19.55 38.74 71.90 31

BART PRE+TAG 41.66 19.57 38.83 72.36 40

Passali, T., & Tsoumakas, G. (2024) Topic-Controllable Summarization: Topic-Aware Evaluation and Transformer Methods. 

In Proceedings of LREC-COLING 2024, pages 16282–16292, Torino, Italia



Towards Arbitrary Textual Context

Passali, T., & Tsoumakas, G. (2024) Controllable Abstractive Summarization with Arbitrary Textual Context

 Under review (Natural Language Engineering)



Towards Arbitrary Textual Context

Passali, T., & Tsoumakas, G. (2024) Controllable Abstractive Summarization with Arbitrary Textual Context

 Under review (Natural Language Engineering)



Need for Hallucination Aware Evaluation

Passali, T., & Tsoumakas, G. (2024) Controllable Abstractive Summarization with Arbitrary Textual Context

 Under review (Natural Language Engineering)



Results on the MacDoc dataset

Passali, T., & Tsoumakas, G. (2024) Controllable Abstractive Summarization with Arbitrary Textual Context

 Under review (Natural Language Engineering)

REL 

• Given a generated summary S, we 

extract the sentence from the 

summary that is closest to the 

requested topic

• Then, REL is computed as the 

maximum of all the similarities 

between the selected sentence 

representation and each of the 

sentence representations of the 

original document



Healthcare and 
Finance Apps



Passali, Gidiotis, Chatzikyriakidis, Tsoumakas (2021) Towards Human-Centered Summarization: 

A Case Study on Financial News, Proc. EACL Workshop on Bridging HCI and NLP

Financial Summarization



Financial Summarization



Model R-1 R-2 R-L

ChatGPT* zero shot 15.90 3.49 14.38

Medoid AI Base 21.98 7.20 17.56

Medoid AI Advanced 25.56 8.83 20.52

* Prompt: Summarize the text below in two sentences

Financial Summarization



Clinical Studies, 
Scientific Publications

General Audience

“A global survey by 3M that found 88% 
of people think scientists should speak 

in easy-to-understand language”

EU Regulation No 536/2014 
US Public Health Service Act 2007

Plain Language 
Summary (PLS)

Patients



Lay Summarization of Clinical Trials 

Length Clinical Trials Results

Id Question Source Target Train Val Test R1 R2 RL

Q1 Why was this study done? 641 321 78 13 18 53,31 26,98 33,26

Q2 What happened during the study? 146 559 74 13 18 47,54 19,07 25,89

Q3 What were the results of the study? - - - - - - - -

Q4
What medical problems did patients have 

during the study?
663 421 103 13 18 77,49 68,98 73,09

Q5 Were there any serious medical problems? 663 131 107 13 18 55,47 38,44 45,48

Giannouris, Myridis, Passali, Tsoumakas (2024) Plain Language Summarization of Clinical Trials 

In Proceedings of DeTermIt workshop @ LREC-COLING 2024, pages 60–67, Torino, Italia. 



Lay Summarization of Clinical Trials 

Giannouris, Myridis, Passali, Tsoumakas (2024) Plain Language Summarization of Clinical Trials 

In Proceedings of DeTermIt workshop @ LREC-COLING 2024, pages 60–67, Torino, Italia. 



7th out of 57 participants in the BioLaySumm 2024 shared task
• Abstractive summarization of biomedical publications in lay terms

Our approach
• BioBART-v2 model fine-tuned using abstracts from eLife, PLOS

• Some training samples had high complexity summaries

• New SKJ dataset with content from the Science Journal for Kids

• Added synthetic summaries using GPT4 in a few-shot fashion, including 

summaries from the SJK dataset in the prompt 

• Improved readability of lay summaries

Lay Summarization for Kids

Stefanou, Passali, Tsoumakas (2024) AUTH at BioLaySumm 2024: Bringing Scientific Content to Kids.

In Proceedings of 23rd Workshop on Biomedical Natural Language Processing, pages 380–389, Bangkok, Thailand. 



Summary



Team



Thank You

greg@csd.auth.gr

greg@medoid.ai

mailto:greg@csd.auth.gr
mailto:greg@medoid.ai
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